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MFIs have typically set interest rates either ad hoc, or under the assump­
tion that the poor will be willing to pay anything up to moneylender rates; 
little analysis has focused on deriving optimal interest rates based on empir­
ical demand (Morduch, 1999). In South Africa, a consumer finance lender 
evaluated borrower sensitivity to interest rates (Karlan and Zinman} 2008; 
Karlan and Zinman, 2010), as well as the effectiveness of different mar­
keting approaches on the likelihood that individuals borrowed. They find 
that some costless marketing approaches such as presenting only one rather 
than several loans or including a woman's photo on the mailer were as 
effective at increasing demand as dropping the interest rate as much as 
4 percentage points per month from an average rate across the sample of 
7.9 percent (Bertrand et al., 2010). Of course, take-up can be affected by 
product features as well. Farmers in Malawi offered loans packaged with 
rainfall insurance, were 13 percentage points less likely to borrow com­
pared to those offered credit alone. Such a difference is somewhat puz­
zling since the insurance was offered at actuarially fair prices. The authors 
hypotllesize that with the limited liability implicit in the group-liability 
contract, the added insurance instead translates into a higher interest rate 
fOT borrowers (Gine and Yang, 2009). Alternative hypotheses from an ear­
lier version of the paper suggested lower demand for the insured loans may 
be related to difficulty in understanding the new product, as take-up of 
the insured loans is positively correlated with education levels (Gine and 
Yang, 2007). 

Analysis by Banerjee and Dullo (2007) of a battery of household surveys 
shows even the very poor have disposable income at times} and therefore the 
capacity to save for future needs. Psychologists have predicted that certain 
types of people who discount future consumption more heavily will have dif­
ficulty saving (Laibson, 1997; O'Donoghue and Rabin, 1999; Fudenberg and 
Levine, 2005). In the Philippines, we measured the impact of a new com­
mitment savings product (a specialized savings account for which the client 
set a savings goal; her money could not be withdrawn until she reached 
her goal)1 as well as an accompanying deposit collection service} and com­
pared tile savings balances of clients who received it to clients who already 
had traditional savings accounts (Ashraf, Karlan and Yin, 2006a; Ashraf, 
Karlan and Yin, 2006b; Ashraf, Karlan and Yin, 2006c). In a study in Peru, 
a village banking organization measured the impact of credit with education 
as compared to credit without education on both the financial institution 
and client well-being. Repayment rates and client retention increased, as did 
clients' business revenue (Karlan and Valdivia, 2008). 
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3.1.2. Policy evaluations 

Evaluations can also be designed to measure the impact of public polici. 
such as financial regulation and credit bureaus. Typical regulatory policil 
include interest rate ceilings and regulation (or prohibition) of savings. 
savings protection via government deposit insurance programs. It can be di 
ficult to design rigorous studies to measure the macro effects resulting fro 
these types of policies. However} there are two ways in which micro-lev 
studies can give insight into the impact of a macro-level policy. First, impac 
on specific behaviors in response to policies can be estimated through micr' 
level interventions that inform individuals about the macro policies. Secon, 
by measuring spillovers on non-participants in micro studies, one can calCl 
late community-level estimates of the impacts. Typically, this does requi 
a large sample in order to be able to generate variation on the intensity 
treatment and then estimate the spillover to non-participants. Dependir 
on the type of spillover, this mayor may not be feasible. 

An excellent example of the first type of study is recent work 
Guatemala on credit bureaus (de J anvry, McIntosh and Sadoulet, 2007). Tl 
authors worked with an NGO} Genesis, to assign randomly some clients 1 

receive training on the importance of credit bureaus to their credit oppo 
tunities. The clients were informed of both the stick and carrot comp 
nents (Le., paying late harms their access to credit elsewhere, yet payir 
on time gives them access to credit elsewhere at potentially lower rate:: 
The authors find that the training led to higher repayment rates by th, 
clients, but also led their clients to borrow elsewhere after establishing 
good credit record. This type of study fits under both what we are calli! 
"policy evaluations" as well as 'lproduct or process evaluation'l (elaborat< 
above). The distinction here is that this particular "process" is intended 
help illuminate the effectiveness of the implementation of credit bureaus 

Guatemala. 
Similar approaches could be applied to a wide variety of policies sue 

as savings regulation and interest rate policies, as well as large-scale don 
agency initiatives such as financial infrastructure lending for ATMs} sma 
cards, and cell phone banking. Such interventions could readily be evaluat. 
with randomized controlled trials of the end products, with treatment grou: 
of participants compared to control groups who do not receive the servicf: 

Regarding savings regulation, two issues in particular seem ripe for eVl: 
uation: (1) Do safer, regulated savings make a difference to individuals wh. 
choosing how or whether to save? (2) How does savings mobilization affe 
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the larger relationship between the MFI and the client? Both of these are 
consequences of macro-level policies that need to be understood. Naturally, 
they do not encompass the entirety of the macro policy and hence should 
not be seen as a conclusive gross impact of a savings regulatory policy in 
a country. However 1 such evaluations can provide important information 
about the specific consequences that were generated, and can be expected 
in the future, from approving MFIs to accepting savings or regulating their 
management of the deposits. 

Regarding interest rate policy, two areas should be of particular interest 
to policymakers and are ripe for carefully executed randomized controlled 
trials: (1) interest rate caps, and (2) consumer protection, a 10. "Truth in 
Lending" type regulation. We have little systematic evidence about sen­
sitivity to interest rates, and not much in terms of overall demand or 
how different interest rates attract different clients (wealthier vs. poorer, 
riskier vs. safer, etc.). Three recent papers from work in South Africa 
and Bangladesh demonstrate more sensitivity than is commonly believed 
(Dchejia, Montgomery and Morduch, 2005; Karlan and Zinman, 2008; 
Karlan and Zinman, 2010). However 1 we do not have enough information, 
particularly across different countries and settings, to predict confidently 
what will happen to access to credit if interest rate caps are put in place.5 

Regarding consumer protection, many countries are putting in place laws to 
regulate how firms present their charges to clients, not just how much they :j
charge. We know there can be tremendous confusion on simple matters of .,i 
interest. For instance, many lenders charge interest over the declining bal­ :1 
ance (as is common in developed countries), whereas others charge interest 

\,
i 

over the initial loan size throughout the life of the loan. The latter practice 
offers the benefit of greatly simplified math, and could therefore be consid­
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4 Methodological Approaches 

4.1 Randomized controlled trials for program evaluation 

Evaluating the impact of a microfinance program requires measuring tl 
impact of receiving the program's services (typically credit, and sometimf 
savings), versus the counterfactual of not receiving the services. This CE 

be more difficult than evaluating new products or policies (to be discuss, 
below) because the control group must be drawn from non-clients, wii 
whom the MFI does not have a preexisting relationship. 

We discuss here three different approaches to conducting experiment 
evaluations of microcredit programs. In experimental evaluations, subjec 
are selected at the outset with potential clients randomly assigned to trea 
ment and control groups. When evaluating the impact of an entire prograr 
the treatment as well as the control group must be drawn from potenti 
clients whom the program has yet to serve. 

4.1.1 Experimental credit scoring 

Credit scoring is becoming a popular tool for microfinance institutiol 
seeking to improve the efficiency and speed with which credit is grant, 
(Schreiner, 2002). An experimental credit scoring approach uses credit sCo 
ing to approve or reject applicants based on their likelihood of default - . 
with normal credit scoring - but then randomizes clients "on the bu 
ble" (those who should neither obviously be approved nor rejected bas, 
on the bank's criteria: e.g., credit history, employment, savings balance) 
either receive or not receive credit. The outcomes of those in this midd 
group who were randomly assigned to receive credit would be comparl 

ered consumer-friendly, but the interest rate advertised will understate the to those in this middle group who were randomly assigned not to recei':lAPR by half. The lower interest rate advertised by an MFI competitor may 
:1 credit. The analysis would not examine the outcomes of the clients who fl 

come at much greater cost. Do consumers understand the difference? When 
given a choice in the market, do they choose the loan which best fits their 
cash flow needs at the lowest true cost? Depending on the term of the loan, 

j,
l 

outside of this randomization "bubble" (Le., either the extremely credi 
worthy or extremely un-creditworthy clients). This does have an importa 
implication: the approach measures the impact on only the marginal clien 

lower payments may not mean a better deal. Studies could be conducted 
to understand how the different presentation of loan terms afIects client 

Ii with respect to creditworthiness. If access to credit is limited for other re 
sons (proximity to banking services), this has important implications aII,

I
I
 

behavior and outcomes (take-up, repayment, and impact) in order to then may cause an underestimate of the average impact of the program (if tho 
form effective public policies on consumer protection. who are most creditworthy accrue more positive benefits from particip 

tion) or an overestimate (if those who are least creditworthy accrue mo~ 
positive benefits from participation). If, on the other hand, the prima

5This of course only mentions the dema.nd side of interest ra.tes. Supply side considerations
 
also must be taken into ac<;ount when formulating interest ra.te polkies. contribution of the MFI is that it helps get access to those who are deem,
 

I 
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un-creditworthy by other financial institutions such as commercial banks, 
then this approach hones in on the exact population of most interest. In 
other words, perhaps the most creditworthy have other equally good choices 
for borrowing, hence there is no "impact" (or minimal impact, perhaps) on 
them, and thus measuring the impact on those at the threshold is the exact 
group that benefits the most. 

Note that this approach, if sample sizes permit, does not necessarily 
require randomization. A regression discontinuity design may also be possi­
ble if enough individuals are at or near the threshold.6, 7 

The experimental approach offers an operational advantage: it provides 
lenders with a less risky manner of testing the repayment rates on the marginal 
(or below marginal) clients. Whereas normally a lender may set a bar at a 
certain credit score threshold, the randomization allows the lender to lower 
the bar	 but limit the number of clients that are allowed in at that level. 
Furthermore) the experimentation allows the lender to adjust the credit scor­
ing approach. A conservative credit scoring approach, which does not allow 
the lender to test below their normal "approve" level, will never reveal whether 
profit opportunities are being missed because of fear of default. 

This approach was employed in a study in South Africa with a consumer 
lender making micro-loans, and with a microenterprise lending program 
in the Philippines. The lender in South Africa already had a credit SCOr­
ing system, and the experimental addition focused strictly on those they 
normally would reject, whereas the Philippines experiment was designed 
as stated above, since no preexisting threshold existed. In South Africa, 
the lender randomly "un-rejected" some clients who had been rejected by 
the bank's credit scoring system and branch manager (KarIan and Zinman, 
2009a)8 Extending consumer credit to marginal customers produced notice­
able benefits for clients in the form of increased employment and reduced 
hunger. Plus, follow-up analysis revealed the loans to these marginal clients 
were actually profitable for the lender. Note that these loans were made 
to employed borrowers; unlike traditional microfinance, the impact channel 

6By comparing a regression discontinuity design to experimental estimates of the 
PROGRESA program Buddelmeyer and Skoufias (2004) provides useful insight into how 
far from the discontinuous point one can go without introducing bias into the impact 
estimate. 
7The regression discontinuity approach may fail if some individuals near the threshold 
were given opportunities to improve their application and rise above the threshold. 
8Clients with excessive debt or suspicion of fraud were removed from the sample frame, 
and all other rejected applicants were randomly assigned credit at a probability correlated 
with proximity to the approval threshold. 
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is not, through enterprise creation or expansion. Instead the loans helpe 
borrowers to retain employment. 

A similar methodology was used by the researchers in the Philippines t 
evaluate the impact of loans to microentrepreneurs made by First Macr 
Bank, a for-profit rural bank operating in the Metro Manila region (Karla 
and Zinman, 2009b). The findings are surprising. Profits increase, be 
mostly for men, and the effect is stronger among those with higher incom( 
Curiously, the mechanism through which the impact takes place is not ho' 
microfinance is generally presumed to work - investment in producth 
activities. Here, b~siness investment does not increase, and in fact ther 
is evidence that businesses shrink in size and scope, including the she': 
ding of paid employees. Together the results suggest that borrowers USe. 
credit to re-optimize business investment in a way that produced smallel 
lower-cost, and more profitable businesses. The question remains as to wh 
credit enabled this change: why did households need to borrow to redue 
staff - what did they do with the money? We know they did not substitut 
into labor-saving devices because there was no change in business invest 
ment. One potenti'al explanation is household risk management: individual 
with access to credit substitute out of formal insurance products, while alsl 
reporting a greater ability to borrow from friends or family in an emergency 
It is possible that before credit, entrepreneurs were retaining unproductiv1 

employees as a kind of informal mutual benefit scheme. Those employees 
even if unprofitable, were an additional resource to turn in times of need. 

4.1.2 Randomized program placement 

We now discuss clustered randomized trials, in which the unit of randomiz81 
tion is not the individual but instead the market or the village. Randomizin! 
by individual is not always feasible. For example 1 in implementing a group 
lending program, it would be difficult to enter a rural village and randoml) 
identify individuals to allow to join the group-lending program, while no' 
allowing others to join.9 Similarly, for a product innovation test. it wouIe 

gOne could try to encourage some to join (by giving them a personal home visit t( 
market the program) and others not, but allow everyoue in the village to join. This wouIe' 

, work if the home visit were effective in creating differential participation, but would onl) 
i	 allow one to measnre the impact on those who only joined·as a result of that marketing. 

That does not introduce an internal validity problem, but does generate a question about 
external validity if those individuals are fundamentally different. In pilot experiments, WE 

I have found that such issues are moot, as home visits get swamped by the village-level 
marketing and we have typically not found demonstrably higher participation from those 
who received home visits than those who did not. 

Ii
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be inappropriate to assign randomly some clients from a lending group to 
get credit with education and others not, since the classes are given to the 

group as a whole. 
In urban India, the Centre fer Micro Finance (eMF), the M.LT. Jameel 

Poverty Action Lab (.JPAL) and Innovations for Poverty Action (IPA) eval­
uated the impact of a microfinance program in the slums of Hyderabad 
(Banerjee et ai., 2009) using a clustered randomized trial. The organization, 
Spandana, ,elected 120 slums into which it was willing to expand. The 
researchers, Abhijit Banerjee and Esther Duflo, randomly assigned each 
slum to either treatment or control. It is worth noting some differences 
with the FMB evaluation in the Philippines, discussed above: Spandana is a 
non-profit organization, where FMB is for-profit, and Spandana is a group­
lending institution, where FMB lends to individuals. A baseline survey was 
completed in each sluIn, after which Spandana entered the treatment com­
munities and offered loans to as many individuals as possible. 10 After 15-18 
months, the households from the treatment slumR were compared to the 
househoids in the control slums. The results show impacts on a number of 
dimensions, though not, critically, on average consumption. The treatment 
slums had greater investment in business durables, incr~ases in the number 
of businesses started, and in the profitability of existing businesses. Among 
households that did not have existing businesses at the start of the pro­
gram, those with high propensity to become entrepreneursll see a decrease 
in consumption, while those with low propensity to become entrepreneurs 
increase consumption. Likely this difference is explained by investment in 
durable goods among those likely to become business owners. While the 
short-term impacts are clear, these results make it difficult to anticipate the 
long-term impacts. As the authors speCUlate, these investments may payoff 
in future consumption in the coming years. The increase in consumption 
among non-buRiness owners has an even more ambiguous future: if these 
l1ouseholds Vlent on a credit-fueled spending spree they will have to reduce 
future consumption to pay down debts. Alternatively, if they used the credit 

lONote that for an experimental evaluation, a baseline surve:y hi not necessary. As long as 
the sample size is large enough, the law of large numbers will produce statistically similar 
treatment and control groups. Baseline surveys do provide for further statistical precision, 
as well as t.he ability to measure heterogeneous treatment effects across more dimensions. ~; 
llChara.cteristics with explanatory power are: whether the wife of the household head 
is literate, whether the wife of the household head works for a. wage, the number of 
"primeage" (18-45) women in the household, and the amount of land owned by the 

household. 
!; 

i,. 

Microfinance Evaluation Strategies 

to pay down high-cost moneylender debt, then their current consumpti 
should remain high. 

There is an important substantive advantage to randomizing at the v 
lage or market level. If there is reason to believe that a treatment has indir< 
effects on other individuals (spillovers), then an ideal experimental desi 
captures such effect~ so that the aggregate impact of a program is mE 
sured. If spillovers are ignored in the design of an experiment, this COL 

lead to bias in the analysis. The total program impact is the sum of t 
direct and indirect effects, thus it is important for policy purposes to mE 
sure both. An evaluation with such a design) conducted by Innovatio 
for Poverty Action, is underway in Mexico. The research will measure t 

impact of Compartamos, a large for-profit microcredit organization oper. 
iog throughout Mexico. In this study, 257 neighborhoods in northern Sonol 
Mexico (65 percent urbanj 26 percent peri-urban, and 9 percent rural) f 

randomly assigned to receive Compartamos' Crcdito Mujer product, a gro 
solidarity loan for low-income fern ale entrepreneurs. An important contrib 
tion this study wjl1 make to the literature is the ability to measure SpiIlOVE 
on non-borrowers. In the three main cities in the sample, the neighborha. 
clusters are grouped into "superclusters" with varying intensity of trel 
ment (penetration of financial services)) creating exogenous variation in t 
amount of credit flowing into communities. This difference in the cree 

available to neighbodng clusters will allow us to measure whether micro 
nance creates economic growth, or merely shifts resources from establish 
entrepreneurs to new entrepreneurs. In the latter scenario, non~ borrow( 
will be worse off from the expansion of credit even if clients prosper, wh 
the net impact of the program can be positive or negative.12 Au alternati 
approach employed by Miguel and Kremer in Kenya (2004) uses variation 
geographic distance from treatment to measure spillovers: comparing no 
participants closer to treatment to those farther away provides an estima 
of spillover effects. 

12Alternfltively, if one could eollect sufficient baseline informatio"n to predict take­
within both treatment and control groups, one could do an experimental propensity sc( 
approach, and compare the predicted non-borrowers in treatment areas Lo Lhe predict 
non-borrowers in control areas in order Lo measure the impact on non-borrowers fr( 
lending in well~defined gcogro.phic areas (e.g., specific markets or rural villages). An alt­
native approach is to collect detailed data on channels through which impacts flow. TJ 
would be most akin to the approach employed in the adoption of agricultural tech nolo 
literature (Conley and Udry, 2005). Note that this can be done in conjunction, or n, 
with an experimental evaluation (see Kremer and Miguel, 2007). 
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If randomizing by villages works, it may seem logical to ask: Why not 
randomize by larger units, such as branch or district/area? While such an 
approach might be good in theory, it greatly limits the number of effec­
tive observations in your sample if outcomes are highly correlated within 
geographic area. It is unusual to come acrosS a setting with a sufficiently 
large sample size to make it possible in practice. ConverselYl simply com­
paring one branch that gets the treatment to another that does not is not 
an acceptable strategy. It would be impossible to tell whether the treatment 
worked or whether that branch was different, for example, because it had an 
exogenous income shock such as a particularly good harvest or a new fac­
tory generating employment for the region, or if it had an extraordinarily 
good (or bad) branch manager. 

4.1.3 Encouragement designs 

In encouragement designs, the individuals in the treatment group are 
encouraged to participate in the program (e.g., the program is marketed 
to them), but they are not required to participate. The program is not mar­
keted to the control group, but they are able to participate if they choose to 
do so. Therefore, encouragement designs may be useful in situations where 
it is infeasible to deny service to people who would like to participate in the 
program. The encouragement component, however, ensures that the treat­
ment group contains more program participants than the control group. 

In encouragement designs, it is critical that assignment to treatment ­
as opposed to treatment - is used to differentiate the groups when analyz­
ing the results. In other wordS, members of the treatment group who do not 
participate are still part of the treatment group and members of the control 
group who do participate are still part of the control group. However, it is ,,
important to note that the more participating control group members there I 

are, the larger the sample size necessary to detect program impacts. Dupas t
and Robinson (2009) is an example of this approach. Entrepreneurs in rural t ,;Kenya were provided with incentives to open a savings account with a com­

imunity bank in their village. For the treatment group, the researchers paid ( 

the fee to open the account and provided the minimum balance. The control t­
!i 
h' 

group received no incentives but were not barred from opening an account. 
In this case, the incentives were strong enough that 89 percent of the treat­
ment group opened an account while only three individuals in the control 
group did so, but less extreme differences will work. Dupas and Robinson ·-f 
find remarkable impacts, despite substantial transaction fees charged by 'fi..I 

i
J 
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the bank ($0.50 or more) and the fact that many people in the saml 
never used the account after opening it. Moreover I the impacts are fou­
only among female entrepreneurs. Four months after opening the accOUJ 
women assigned to treatment show 40 percent growth in productive inve: 
ment, and after six months, daily consumption is approximately 40 perCE 
higher than in the control group. 

4.1.4 Ethical considerations of randomized evaluations 

With doubts about the reliability of quasi-experimental designs (discuss 
below), randomized evaluations are gaining popularity in internatior 
development (Duflo and Kremer, 2003). Particularly with paver! 
alleviation programs, however, some observers and policymakers may 
uncomfortable with the idea of randomizing the allocation of services 
beneficiaries. In instances where the positive benefits of a program seE 
obvious, the need for an evaluation may come into question. However, un 
an idea has been. properly evaluated, it is wrong to assume that you wou 
be denying the poor a beneficial intervention. It is best to first evalua 
the impact and ascertain whether the program does, in fact

j 
have a positi 

impact relative to the next-best alternative, and then to determine for whil 
types of clients the intervention works best. While rnicrofinance might see 
rather benign, there is a very real possibility that taking on debt or pa 
ing for services could leave a microfinance client worse off post-interventio 
High interest rates are very common in microfinance. But not all cHen 
have the financial sophistication to calculate their return on investment 
their enterprise. Is it possible that their lack of formal recordkeeping caus 
some clients to continue borrowing (since cash flow increases with the creri 
and expanded working capital) even though they are actually generatir 
lower profits? Such questions should be kept in mind before one assum 
that a given intervention is unambiguously beneficial. 

It is important to note that, as in an encouragement design, randomiz{ 
evaluations do not necessarily need to deny services to anybody. Anotho 
COmmon solution is to randomize the order in which a program expands I 

an area. Thus, the randomization simply makes use of the organization, 
constraint that existed even in the absence of the evaluation. No fewer pel 
pIe are served than before, but by incorporating a random component inl 
the allocation process, One generates out of the expansion the opportuni1 
for a clean impact evaluation. Such an approach only works on growir. 
microflnance institutions, and ones that are able to plan far enough ahea 



38 Dean Karlan and Nathanael Goldberg 

to generate a list of target areas for a few years. Alternative approaches, 
such as encouragement designs, are discussed briefly above, and in more 
detail in Duflo, Glennerster and I<remer (2008). 

4.2 Quasi-experimental methodologies for program 
evaluation 

Quasi-experimental evaluations attempt to approximate experimental 
designs by constructing a comparison group out of similar non-participants. 
Quasi-experimental designs are an improvement over non-experimental eval­
uations such as reflexive (or upl·e-post") designs because they can account 
for external changes in welfare among the study population by comparing 
participants to a control group. In reflexive evaluations, participants are 
compared only to themselves before and after the intervention. This is not a 
useful comparison, however, as many factors could contribute to the changes 
in their outcomes. For instance, participants' income could increase, but this 
could be due to general economic changes in the region, or simply due to par­
ticipants acquiring more stable income as they age. In extreme cases, where 
GDP per capita in a particular country is declining, a reflexive design could 
show negative impact even if the program succeeded - participants may 
have fared less poorly than non-participants, hence the program had a posi­
tive impact even though participant income fell. We argue that such reflexive 
evaluations should not be referred to as impact evaluations, but rather client­
monitoring exercises, or client-tracking exercises, since while they provide 
information on how clients' lives change! they in no way provide insight into 
the causal impact of the microfinance program on their lives. 

Microfinance evaluators have used a variety of techniques to identify 
comparison groups. The extent to which these comparison groups ade­
quately mimic the treatment groups is subjective. While no formal analysis 
of the quality of microfinance comparison groups has been conducted, eval­
uators would be wise to familiarize themselves with such comparisons from 
other settings. LaLonde (1986) finds quasi-experimental evaluations fail to 
match the results of randomized control trials of labor training programs. 
Glewwe et al. (2004) find that quasi-experimental evaluations overstate the 
impact of flip charts in Kenyan schools. With microfinance evaluations, 
it lDay be even more difficult to find a comparison group of similar non­
participants, since the non-participants should have the same special (and 
often unobservable) determination and ability that led the clients to join 
the microfinance program. Evaluations that compare clients (those with this 
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special determination) to non-clients will likely overestimate the impact 
the programs (assuming this determination, or entrepreneurial spirit, lea 
to improved business outcomes). The extent to which this increases ( 
decreases) the estimate of program impact is the self-selection bias of t 
non-experimental approach. A related pitfall is bias from non-random pI 
gram placement, in which outcomes in program villages are compared 
outcomes in non-program villages. The problem with this method is th 
programs choose where they operate for a reason. They may target t 
poorest villages, for instance, or they may start cautiously with better-c 
clients before expanding their outreach. The bias from non-random progra 
placement, therefore, can go either way, depending on whether the evalu 
tion compares program villages to non-program villages that may be (ev. 
unobservably) better or worse off. 

Randomized controlled trials, discussed above, solve these problerr 
However, as in the LaLonde and Glewwe et aI., studies discussed abm 
it would be a worthwhile exercise to conduct side by side experiment 
and quasi-experilIlental evaluations and compare the results to determiJ 
precisely how far off quasi-experimental evaluations are from experiment 
evaluations of microfinance programs. If quasi-experimental evaluations c, 
be performed without substantial bias, it will allow evaluators more froodo 
in their choice of methodology. 

Given the potential hazards, it is crucial to ensure that treatment ar 
comparison groups are identical on as many observable dimensions as po 
sible. Comparison group identification techniques have included; 

• surveying target neighborhoods (either the same neighborhoods in whi, 
the treatment groups live or neighborhoods with similar demographics) 
identify all households engaged in the informal sector; and then random 
drawing from the list; 

• random walk method	 - starting from a particular point in a neighbo 
hood walking X number of houses to the left, Y number of houses' 
the right, etc., and attempting to enroll the resulting household in tl 
comparison group. 

l The quasi-experimental methodology suggested by the USAID-fund' 

f project, Assessing the Impact of Microenterprise Services (AIMS), furth, 
!~ . simplifies the survey methodology by comparing existing clients to incomir 

r( 
~; 

clients, suggesting that the difference in outcomes between the two groul 
represents the impact of the program. Karlan (2001) discusses several f1a" 

I,
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with this methodology. The most important of these flaws is the potential 
bias from dropouts; if unsuccessful clients drop out, this approach is akin to 
ignoring one's failures and only measuring one's successes. 13 Furthermore 1 

there may be unobservable reasons why incoming clients differ from clients 
who chose to enroll in the program at an earlier date. For instance 1 a year 
earlier they may have been afraid to join, they may not have had a business 
opportunity, they may have had a job, or they may have had child-rearing 
issues. Or, the delay may be due to the MFI. The MFI may not have tar­
geted their village at the time because it was too far from infrastructure 
like roads and telephones, or because it WM too well-off. Regardless of the 
reMon, the AIMS-suggested approach will biM the estimate of impact. The 
punch line often provided to defend this methodology is that "since everyone 
is a client, they all have entrepreneurial spirit". This argument is flawed. It 
ignores the time-specific decision to join, and assumes that entrepreneurial 
spirit is a fixed individual characteristic. As the examples above demon­
strate, it is easy to imagine that the decision to join a microfinance program 
is just as much about the time in one's life as it is about the personal fixed 
characteristics of an individual. 

Alexander-Tedeschi and Karlan (2009) show this is not an idle concern. 
By replicating the AIMS cross-sectional methodology with longitudinal data 
from one of the AIMS "Core Impact Assessments" of Mibanco, an MFI 
in Peru 

1 
they find several significant differences between existing members 

and incoming clients, though the directions of the resulting biases differ. 
New entrants were more likely to have a formal business location, which 
would understate impact, but were poorer on household measures such as 
educational expenditures, which would overstate impact. 

Coleman (1999) used a novel method to control for selection biM; he 
formed his comparison group out of prospective clients in northern Thailand 
who signed up a year in advance to participate in two village banks. This 
technique (later dubbed "pipeline matching") allowed him to compare his 
estimate of impact to the estimate he would have calculated had he naively 
compared program participants to a group of non-participants. The "nai"ve1

' 

estimate overstated the gains from participation because participants turned 
out to be wealthier than non-participants to begin with. Coleman found no 
evidence of impact on sales 1 savings, assets 1 Or school expenditures, and he 

13As will be discussed below, clients who exit the program can include both "dropouts" 
and "successful graduates". The limited evidence available to distinguish between the two 
types suggests those who exit microfinance programs tend to be worse off on average. 
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even found negative effects on medical expenditures and increased borrow 
from moneylenders. His results would be more cause for concern, howe, 
if northern Thailand were not already so saturated with credit. Sixty-th 
percent of the households in the villages surveyed were already member> 
the Bank for Agriculture and Agricultural Cooperatives (BAAC), a st 
bank that offered much larger loans than the village banks. 

Bruhn and Love (2009) examine the effects of the simultaneous launcl 
800 Banco Azteca branches in Mexico in 2002. The branches were all opel 
in existing consumer stores called Grupo Elektra. A difference-in-differeJ 
calculation shows a huge increase in informal businesses (7.6 percent), a\ 
age income (7 percent), and even total employment (104 percent) in locati. 
with an Azteca branch. However, it is not clear how reliable the results 
because the communities originally targeted for the consumer stores 
likely to be more economically vibrant than those without. Some of t 
concern is mitigated by the fact that Grupo Elektra opened banks in 
of its stores, with no further targeting for bank locations (but then ag 
they would not .have chosen this strategy if they thought it unlikely to 
profitable). 

Before the recent randomized evaluations, the most ambitious attempt 
control for selection bias and non-random program placement was Pitt ~ 

Khandker (1998). Pitt and Khandker, surveying 1,798 households who w 
members and non-members of three Bangladeshi MFls (Grameen Ba 
BRAC, and RD-12), used the fact that all three programs limited mE 
bership to those with landholding totaling less than one-half acre to ( 
culate that every 100 taka lent to a female borrower increMed househ 
consumption by 18 taka. Their model ("weighted exogenous sampling rna 
mum likelihood-limited information maximum likelihood-fixed effects") , 
bMed on the premise that while there should be no discontinuity in inco 
between people who own just over or just under a half acre of land, parI 
ipation in the MFls would be discontinuous because those who were abl 
the cutoff would be rejected from the programs. 

The conclusions we can draw from their findings rely on specific ideI 
fication assumptions, and the practical implications are also limited in t] 
the methodology is not eMily replicated in other settings (and certai: 
not by practitioners, as it requires involved econometriCS). Morduch (19! 
challenges the econometric models and identification assumptions in F 
and Khandker. Using a difference-in-difference model, he finds little E 
dence for increased consumption, but does find reduction in the varianCE 
consumption across seasons. 
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Khandker (2005) refined their earlier model with the benefit of panel 
data, finding lower impact estimates but greater total impact (from current 
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I
 Phase]: Small Pilot 

and past borrowing in the survey rounds conducted in 1991-2 and 1998-9) 
Use this phase to resolve operational issues, establish 

basic client interest and self-reported satisfaction. 

Phase 2: FuJI Pilot ,Imen was not found to have any impact at all. 

G

and substantially lower marginal impact from new borrowing. Poorer clients 
were found to have larger impacts than the less poor, and money lent to r
 

Roodman and Morduch (2009) attempt to bring closure to the issue by 
returning to the data and rebuilding the analysis from scratch. They are 
unable to replicate results from Pitt and Khandker (1998) or Khandker 
(2005). In fact, their estimates carry the opposite sign. Rather than con­
cluding that microcredit harms borrowers, however, they unearth a raft of 
identification issues which are not solved with panel data. Their revised 
analysis casts doubt on all of the findings from the related set of papers, 
including MOl'duch's (1998) oft-cited finding of consumption smoothing. The 
authors conclude that the final word on the impact of microfinance will have 
to rest on the set of randomized evaluations of microfinance recently com­
pleted (discussed above) or underway. 

f 

I
I
I
 

Implement randomized controlled trial in which some 
clients are randomly chosen to receive the new product. 

Use this phase 10 evaluate impacl of change On both 
( institutional and client outcomes.

-1
 
Phase 3: Full Launch 

Full launch of product is undertaken if Phase 2[; 
succeeds. 

Figure 1.1: Stages of evaluating a product or process innovation. 

process involves only a small pilot test to resolve operational issues a 
gauge interest in and satisfaction with the new product among clients \\ 

4.3 Randomized controlled trials for product and process 
innovations 

;1 
receive it (or sometimes, not even that). If the product "works)" the M 
launches the product to all their clients. With the information from a j 

In a randomized controlled trial, one program design is compared to another 
by randomly assigning clients (or potential clients) to either the treatment 
or the control group. If the program design is an ((add-on" or conversion, 
the design is often simple: The microfinance institution randomly chooses 
existing clients to be offered the new product. Then, one compares the 
outcomes of interest for those who are. converted to those who remained 
with the original program. A similar approach is also possible with new 
clients, although it is slightly more difficult. In this section, we will discuss 
the logistics of how to change an existing product or process. The following 
discussion summarizes a process detailed in Gine, Harigaya, Karlan et al. 

(2006) 
The flowchart (Figure 1.1) below presents three basic phases to evaluat­

ing the effectiveness of a product or process innovation on the institution and 
clients. Often, microfinance institutions innovate by doing a small pilot and 
the fulliauncll (Phases 1 and 3), but not a full pilot (Phase 2). Furthermore, 
they usually forego random assignment to treatment and control, which 
would allow them to measure properly the causal link between the product 
change and institutional and client outcomes. The more common two-stage 

pilot in hand, the MFI can make much more informed decisions abc 
whether to proceed to a full launch of the innovation and whether to m. 
any changes to the product or policy. 

Product innovation typically aims to solve a problem with the exist' 
product or improve the impact and feasibility of the product. The first Sl 

is to identify the problem with the current product and potential soluti, 
through a qualitative process. This should include examination of histori 
data, focus groups, and brainstorming sessions with clients and staff, a 
ideally discussions with other microfinance institutions that have had simi 
problems. Once a potential solution is identified, an operating plan a 
small pilot should be planned. An operating plan should include speci! 
on all necessary operations components to introduce the proposed chan 
This includes, for instance, development of training materials) processes 
training staff, changes to the internal accounting software, compensat 
systems, and marketing materials. 

In order to resolve operational issues and,.depending on the complex 
of the proposed change, a small pilot implementation should follow. T 
pre-pilot can be done on a small scale, and serves the purpose of testi 
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the operational success of the program design change. Such an endeavor 
does not, however, answer the question of impact to the institution or the 
client. It instead. intends to resolve operational issues so that the full pilot 
can reflect accurately the true impact. 

After the proposed solution has been identified and a small pilot has been 
conducted, l'testing" is not over. The impact of the product innovation on 
both the institution (repayment rates, client retention rates, operating costs, 
etc.) and the client (welfare, consumption, income, social capital, etc.) must 
still be determined. To measure such outcomes properly, one can not merely 
track the participants and report their changes. One needs a control group. 

Often, a proposed solution consists of a main change but many minor 
issues that need to be decided. For instance, when testing credit with educa­
tion in the FINCA program in Peru (Karlan and Valdivia, 2008), the type 
of education modules to offer had to be selected, and when testing indi­
vidual liability, the optimal loan size needed to be determined. A careful 
experimental design can include tests of such sub-questions collapsed into 
the evaluation from the start. These questions often arise naturally through 
the brainstorming questions. Any contentious decision is perfect for such 
analysis, since if it is contentious, then the answer is not obvious. 

4.4 Other considerations 

4.4.1 Determining sample size 

The minimum necessary sample size depends on the desired effect size (e.g., 
a 10 percent increase in income), the variance of the outcome, and the toler­
ance for error in assigning statistical significance to the change in outcome 
(and the intra-cluster correlation if using a clustered randomization, such 
as randomized program placement). The smaller the minimum detectable 
difference, the larger the variance, and the lower the tolerance for error, the 
larger the sample size must be. Outcomes in microfinance evaluations can be 
both continuous (e.g., change in income) and binary (e.g., no longer below 
the poverty line). Using binary outcomes can be easier since the variance 
is entirely determined mathematically from the mean, no data on underly­
ing variation is needed (alternatively, if no variance data are available, one 
can use standardized effect sizes). Power is weakest for outcomes that have 
mean 0.50 (the variance is thus 0.25) when the desired effect size is a fixed 
percentage point increase (e.g., 10 percentage-point increase from 0.5 to 0.6 
versus 0.1 to 0.2)' but not a percent increase (e.g., a 20 percent increase 
from 0.5 to 0.6 versus OJ to 0.12). We recommend the free software Optimal 
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Design to help determine sample Sizes, though most statistical packages S1 
as Stata can provide some basic power calculations. 14 

(i) Dropouts 

MFls do not have set lengths of program participation. It is expected tl 
clients will avail themselves of the MFls' services and leave the progra 
when they have exhausted the utility of the available products. The m' 
comprehensive the array of products offered, the longer the average cli! 
could be expected to "grow" with the program. Broadly speaking, clie: 
who exit an MFI are of two types: those who have outgrown the need 
the MFI ("graduates", who hopefully are able to access commercial bank 
services) I and those for whom participation did not bring great beneJ 
(l'dropouts" - who were either dissatisfied with the program Or were una 
to pay for the MFI's services). 

Without following up with clients, it is difficult to distinguish betw, 
the two types, and experienced program evaluators understand the imp 
tance of including program dropouts in their analysis. Some microfinar 
evaluation manuals, such as the one offered by AIMS, however, do not cOl 
sel evaluators to include dropouts. Alexander-Tedeschi and Karlan (20( 
demonstrate that failing to include dropouts can bias estimates of impa 
They find that after including dropouts, some of the measures of imp, 
changed dramatically. Where the AIMS cross-sectional methodology shoi, 
an increase of US$ 1,200 in annual microenterprise profit, including dropo' 
caused the estimate to fan to a decrease of about US$ 170. It would b, 
worthwhile exercise to repeat this type of analysis with an MFI that ca 
fully tracks its departing clients and records their reasons for dropping ( ,i of the program: graduation, default, or otherwise. Subgroup impact analy 

! among these different types (e.g., voluntary vs. involuntary dropouts) W01 

f be valuable. 
I In any evaluation, failure to track down a sufficiently high percent.: 

i
 of participants can cause attrition bias: if those who cannot be Ioca!
 
differ from those who can (it is easy to imagine that this could be t 

f case), the impact estimate can be affected. Those who remain with j 

t. program are almost certainly mOre likely to be located for the follow­
~ survey than dropouts, and more willing to take part in the sUIvey. ~, 
[ 
'~j l4The software can be downloaded from http://www.ssicentral.com/otherproduc
r:;: othersoftware.html. it· 
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including dropouts at all introduces this problem to an extreme. Whether or 
not dropouts are less likely to experience a positive impact, if different types 
of clients are more likely to drop out (for instance, richer clients could find 
it more costly than poorer clients to attend weekly repayment meetings), 
the composition of the sample will shift and the comparison to the control 
group will be biased. There are econometric techniques for mitigating these 

issues. 

(ii) Targeting 

While an impact evaluation is not necessary to evaluate an MFl's outreach 
to poor clients,15 when evaluating the impact of a change in program design 
on existing clients, it can be especially useful also to evaluate the impact 
on the selection process which may result from the change in design (i.e., 
does the change in program alter the type of client who joins?). There are a 
couple of ways to do this. The simpler method is to compare the demograph­
ics of the treatment and control groups, which allows one to say that the 
change in the program resulted in a different profile of client (e.g., poorer 
incoming clients) relative to the control group. The more powerful method 
is to conduct (or access) a census survey of households in the treatment 
and control communities and to compare the distribution of clients in the 
treatment and control groups to the distribution in the region as a whole. 
This will allow the MFI to determine the percentage of the population in 
a given demographic (e.g., below the poverty line) it is currently reach­
ing, as well as the percentage of the demographic it can reach with the 

new design. 

(iii) Intensity of Treatment 

Intensity of treatment may vary both in length of treatment and quantity 
of services used. Studies have looked at the impact on clients after one 
year, two years, and even 10 years of membership. Deciding at what point 
to measure impact can be subjective and may depend on the intervention 
(credit, savings, or another product). There is no set answer but it might be 
debatable whether one year would be adequate to show the impact of credit, 
for which clients would need time to start or grow their business. Studies 
that fail to show impact on one-year clients should acknowledge that the 

15This can be done with poverty measurement tools on clients and non-clients. For more 
information, see http://www.povertytoo!s.org. 
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results do not prove that the program has no impact, merely that it has J 

impact after one year. The longer the time period, the more difficult it is 
employ a randomized controlled trial, since one must maintain the contI 
group throughout the study. Encouragement designs, discussed above, cou 
be useful for longer-term studies as long as the initial llencouragement" h 
long lasting effects on the likelihood of being a client. However, if over tiD 
the entire control group gets treated, the encouragement design will fail 
measure the long-term impacts as desired. The length of time also relat 
directly to the outcome measures, as we will discuss in a moment. 

5 Impact Indicators 

Microfinance may generate impacts on the client's business, the client 
well-being, the client's family, and the community. A thorough impact eva 
uation will trace the impacts across all of these domains. 

In entreprenelj.rial households, money can flow quite easily between tl 
business and different members of the household. Credit is considered fUi 
gible, meaning it would be wrong to assume that money lent to a particul, 
household member for a specific purpose will be used only by that persOJ 
for that purpose. It is well-known, for instance, that loans dispersed for sel 
employment can often be diverted to more immediate household needs sue 
as food, medicine, and school f~es, and that, even though an MFI targe' 
a woman, the loans may often end up transferred to her husband. Thus 
would be a mistake to measure only changes in the client's enterprise whe 
evaluating a credit program. 

5.1 Enterprise income 

The most direct outcome of microfinance participation is change in hous{ 
hold income and business profits. MFIs almost always work with client 
who are engaged in the informal sector and not receiving regular wage1 
Therefore (as in many developing-country impact evaluations) it can b 
easier to measure consumption than to measure income. 

Business revenue should not by itself be considered an impact indicatOJ 
Clients who are servicing loans will need to generate increased revenue ove 
and above their loan repayments, or impact will be negative, even if busines 
revenue has increased. Therefore, business profit is the preferred measure 0 

financial impact on the business. Other business impacts include ownershiJ 
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of business premises and number of employees. Measuring business profits 
for enterprises without formal records can be difficult. Several options exist, 
none is perfect. When time permits, it helps to build a flexible survey which 
allows the surveyor to walk the entrepreneur through their cash flows, start­
ing from their cost of goods sold (or cost of goods produced) per item to 
revenues per item, and then to frequency of sales. Alternatively} one could 
focus on funds withdrawn from the enterprise, as well as investments made 
into the enterprise, in order to back out the net profits. If the family con­
sumes some of the enterprise inventory (as is often the case with buy-sell 
mini-grocery stores)} this approach is more difficult. Similarly, measuring 
investment in the enterprise can be difficult when inventory levels vary 
considerably. Hence, this alternative approach should be used cautiously, 
in settings where business and household lines are kept clearly, and when 
inventory is not highly volatile. 

Consumption or income levels (poverty) 

Evaluations can attempt to determine the number of clients moving out of 
poverty. This of course requires measuring income (or consumption) versus 
a standard poverty line. Several studies have developed their own measures 
of poverty based on a summary statistic of indicators such as housing con­
dition, assets, etc. (Zeller, 2005; Schreiner, 2006). The World Bank's Core 
Welfare Indicator Surveys (CWIQ), which use a reduced set of consumption 
proxies, could be used in a similar manner. While it I1fay be easier to use 
such poverty correlates than to measure income, it will limit the reliability 
of the results and the ability to compare MFIs to other poverty-reduction 
programs. Depending on the resources available, however, it may be the best 
alternative. When resources are more plentiful, see Deaton (1997) for more 
detailed information on proper formulation of consumption surveys. The 
World Bank Living Standards Measurement Study surveys (LSMS) are also 
often useful as a starting point for consumption modules in countries around 
the world. Deaton (1997) discusses many of the advantages and pitfalls of 
the approaches found in the LSMS. 

5.!.1 Consumption smoothing 

In addition to changes in income, it may also be important to measure the 
reduction in risk. Many may use credit as an insurance device, helping to 
absorb negative shocks (Udry, 1994). Consumption smoothing can be dif­
ficult to measure, since it requires either frequent observations to measure 
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the variance in overall consumption over time, or evidence of particu] 
vulnerabilities. For example, one can measure the number of Ilhungry da} 
an individual experienced, or ask about specific negative shocks (mne 
death, theft, etc.) and ask how the individual coped with each situatic 
Although this latter approach is easier in terms of survey complexity, 
requires a priori knowledge of the types and sources of risk that the in' 
viduals face. If treatment group individuals are better able to cope, tJ 
indicates positive impact from access to credit. 

5.1.2 Wider impacts 

The non-monetary impacts of microfinance participation (Le" distinct fre 
changes in income) have been labeled ('wider impacts". Important examp 
include children's education and nutrition, housing stock, empowermeJ 
and social capital. While some of these outcomes (e.g., nutrition) can 
related to changes in income, others (e.g., women's decision-making pOWI 
can be derived from participation in the program itself and the confider 
women gain from running a business and handling money. For instanl 
in the Philippines, we find that offering a woman a commitment savin 
account in her own name leads to an increase in her household decisic 
making power after one year, and that this increase in power leads to me 
purchases of female-oriented household durables (Ashraf, Karlan and Y 
2006b). 

Potential negative impacts should not be ignored} however promising t 
program. Along with potential increases in children'S schooling rates, rna 
observers are concerned that increased economic opportunity may cOl 
with a dark side: increased incentives to employ children at home rat! 
than sending them to school. Karlan and Valdivia (2008) examine this 
Peru and find a decrease in child labor, though the result is statistica 
insignificant. Recent work has expanded outcome measures to include mE 
tal health. Fernald et at. (2008) finds credit access in South Africa leads 
increases in perceived stress among borrowers} even when the impacts 
consumption are strikingly positive (Karlan and Zinman, 2008). There' 
many aspects to mental health} however, and on a scale of depressive syrr 
toms, male borrowers showed reduced symptoms. This could be becal 
increased economic activity and responsibility can be stressful, even if lee 
ing to better economic outcomes. 

The experimental design for measuring these wider impacts should 
much the same as measuring changes in income or poverty, and the da 



F 

50 Dean Karlan and Nathanael Goldberg 

for these outcomes can often be gathered in the same survey. Many of these 
wider impacts can be measured in a variety of ways, but there may be impor­
tant differences between indicators that might not be immediately obvious. 
For instance, height-for-age and weight-far-age (measured in z-scores, or 
standard deviations) are both measures of malnutrition, but they capture 
different aspects of severity. Height-for-age ("stunting') is a better indicator 
of long-term malnutrition, while weight-far-age would better capture acute 
malnutrition «(;wasting"). 

Other common indicators of nutrition and education include: 

•	 instances per week/month of consumption of specific nutritious foods 
(e.g., meat, fish, dairy, vegetables) (Husain, 1998). 

•	 percentage of children enrolled in school (Pitt and Khandker, 1998). 
•	 percentage of possible years of education (((age grade") children have com­

pleted (Todd, 2001). 
•	 ability to treat children's illnesses such as diarrhea (MkNelly and Dunford, 

1998). 
•	 medical expenditures (Coleman, 1999). 
•	 value of house (Mustafa, 1996). 
•	 access to clean water/sanitation (Copestake et al., 2005). 
•	 use of family planning methods (Steele, Amin and Naved, 1998). 
•	 voted in local or national elections (Cortijo and Kabeer l 2004). 

5.1.3 Spillovers 

While it can be simple enough to survey participants and a comparison 
group ofnon-participants, restricting our analysis to these groups would mis­
state the full impact of the program, because the program can be expected 
to generate impact on non-participants (spillovers) as well. Spillovers can 
be both positive (increasing community income through increased economic 
activity) or negative (e.g., if the creation or expansion of participants' enter­
prises simply transfers sales away from competitors' businesses). This intro­
duces a complication because we do not know every person in the community 
who will be affected by the program. 

In the absence of this information, the cleanest method of estimating the 
true impact of the program is to compare the outcome of entire villages, 
which can be randomly assigned to treatment or control groups. However 1 

we cannot simply compare participants in the treatment villages to non­
participants in control villages because doing So would introduce ~election 

bias - we would be comparing people who chose to join the program to 
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others who did not. Since we do not know who in the control village wou 
have joined the program had it been offered to them, we can compare 
sample of clients and non-clients in each village to each other. This methc 
measures the impact of access to microfinance (intent-to-treat effect), rath 
than participation in the MFI (treatment on the treated). From a societ 
perspective, one could argue this is better, as this allows us to reasonab 
estimate the impact microfinance could have at the macro level. The inter 
to-treat effect, since it includes both participants and non-participants 
the estimate, will be a lower estimate of expected impact from treating 
particular individual, but it can be scaled up by dividing by the probabili 
of participation to obtain the local average treatment effect. The estima 
can also be refined with propensity score matching (PSM), If sufficient b'" 
line data are available to predict take-up within the treatment group. Tl 
technique re-weights the treatment and control groups by the probability 
participating in order to improve the power of the analysis by putting rna 
weight on those more likely to join. 

5.1.4 Impact on the MFI 

When evaluating the effect of new products or policy changes on the MF 
the data can usually be collected directly from the MFI's administrati 
data. Common outcomes of interest for MFIs include the following: 

•	 Repayment rate. 
•	 Client retention rate. 
•	 New client enrollment. 
•	 Average loan size. 
•	 Savings balances. 
•	 Profitability. 
•	 Composition of clients (demographics). 

! There are a variety of ways to measure the above outcomes. For install< 
((profitability" could be financial self-sufficiency, operational self-sufficiell< 
return on aEsets1 adjusted return on assets, return on equity, and so a 
So long as the same definition is used to measure any of the above at 
comes before and after the intervention, the chosen definition can ser 
as a valid indicator of impact. However, the MFI and the microfinan 

i' ,,-. industry may get more value out of the evaluation if standard definitio 
and financial ratios are used. This way the MFI can measure its perf( 
mance (and improvement) against others in its peer group. The Microfinan 
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Information Exchange has put forth financial ratio definitions applicable to 
the microfinance industry.16 

Several of the impacts on the MFI can be considered "intermediate" 
indicators, implying that while they are important outputs for the MFI, 
they do not by themselves indicate a positive outcome for clients. New 
client enrollment, for example, implies more people have the opportunity 
to be served by the program, but this will only be a good thing for clients 
if the program improves their welfare, which would be measured through 
different indicators such as income (described above). Nonetheless, it should 
be considered a positive indicator for the program, as it has a goal of serving 
clients. 

Evaluations often distinguish between inputs, outputs, and outcomes. 
Inputs and outputs are factors that contribute to achieving outcomes, Le., 
impact. Inputs (e.g., funding) contribute to outputs (e.g., number of loans 
dispersed), and the difference between outputs and outcomes is that out­
puts are fully under the program '8 control, whereas outcomes are not. For 
instance, an MFI can control to whom it disperses loans l but it cannot 
"create" impact by running clients' businesses for them. 

In some cases, the same indicators that measure program outputs can 
also measure client outcomes. For instance, savings balances are useful to 
MFIs as a source of loan capital; they are also an indicator of financial 
stability for clients. 

While acknowledging the utility of the distinction between inputs, out­
puts, and outcomes, we retain the term "impact on the MFP' to indicate 
the effect on the input or output from a change in products or policies. As 
with impacts on clients, impacts on MFls need to be measured against a 
counterfactual of no change. 

5.1.5 Timing of measurement 

One also should think practically about what types of outcomes are likely 
to be observed at which points in time. Perhaps the most immediate out­
come one should consider is debt level. If the control group has the same 
quantity of debt as the treatment group, then there is direct evidence that 
individuals are not credit-constrained (the control group simply borrowed 
elsewhere). This indicates that one should examine the relative qualityofthe 
debt that each group acquired, since the measurable impact will be driven 

16 Available at http://www.mixmbb.org/en/mbbissues/08/mbb_8.html. 
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by difference across debt instruments, not from access versus no access 1 

debt. An intermediate outcome, perhaps six months to one year, would 1 
working capital and!or fixed assets in the business (these may be observab 
in a shorter time period as well). Increased profits, employment, and forma 
ization may take longer and require one to two years, or more, in which 1 

see the businesses grow sufficiently to observe such impacts. Furthermor 
impacts on consumption may be observed immediately, if the fun9s are nl 
used for the enterprise but rather for consumption. If, on the other hanl 
the funds are used in the enterprise and profits reinvested, it may take tin 
before the entrepreneur is comfortable withdrawing enterprise funds an 
increasing consumption. 

Returning to the discussion at the beginning of this paper l recall the 
MFls have often focused on measuring process and institutional measure 
(e.g., default and client retention) to gauge their performance. However, it 
important to note that these types of outcomes may not correlate with cliel 
welfare outcomes. In order for MFls to use these measures as actual impae 
measures, we must first study whether Or not the process and institution, 
outcomes correlate with client welfare. Such analysis has not been done, an 
would be an important contribution to our knowledge of microfinance. 

6 Outstanding Issues for Evaluation 

The microfinance industry needs reliable data, both to prove to donors, go' 
ernments, and other stakeholders that microfinance works, and to impr01 
its products and processes so that it can accelerate its impact on poverty. ] 
the review of the existing impact literature, both from practitioners and ac, 
demies, Goldberg (2005) finds few, if any, studies that successfully addre; 
the important selection biases relevant for an evaluation of microfinane 
programs. Randomized controlled trials are the most promising means 1 
allow MFIs to assess reliably the effectiveness of their operations on poverl 
alleviation, and for investors and donors to learn which types of progran 
produce the strongest welfare improvements. 

Evaluations need not be mere costs incurred by an organization in orde 
to prove its worthiness. Quite to the contrary, a good product or pre 
cess impact evaluation can help an organization improve its operation 
maintain or improve its financial sustainability, and simultaneously impro, 
client welfare. The microfinance industry has experienced tremendous expe 
imentation, and now a plethora of approaches exist around the worl( 
How should microfinance institutions decide which approaches to emp1c 
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when? If evaluation experts worked more closely with microfinance institu­
tions as they made these decisions, we would have better answers and, thus, 
prescriptions that we could provide to these institutions. 

The nine hallmarks of microfinance discussed in the introduction provide 
a good structure for many of the open questions in microfinance product 
design: 

(1)	 Small transactions and minimum balances. Certainly, microfinance is 
not microfinance unless loans remain under a certain manageable size, 
but how small is best for serving the dual needs of the client and the 
institution? What number of different loan products maximizes impact 
before becoming unmanageable for the institution and confusing for the 
client? What other products, such as savings and insurance, can be 
effective complements or substitutes for loans? 

(2)	 Loans for entrepreneurial activity. Is a focus on lending for entrepre­
neurial activity essential for maintaining repayment and ensuring 
impact on the household? The poor face a variety of credit needs and 
allowing them to use credit for any type of expenditure could serve them 
best. Or, loosening the requirement could encourage further indebted­
ness without a means of escape. To what extent does business skills 
training help clients manage their enterprlses and bolster repayment 
rates? Why do so many micro-entrepreneurs seem to stagnate at a cer­
tain business size, and what can be done to help them expand, employ 
others, and open additional locations? 

(3)	 Collateral-free loans. To what extent do collateral requirements or col­
lateral substitutes discourage the poor from participating in MFIs, and 
to what extent do they raise repayment rates? How effective are collat­
eral substitutes compared to traditional collateral? 

(4)	 Group lending. Recent evidence from the Philippines and the success of 
ASA and Grameen II have raised questions about the extent to which 
high repayments rest on group liability. Can individual liability work as 
well, or nearly as well? 

(5) Focus on poor clients. What is the impact of microfinance on the poor? 
Does microfinance work for the very poor? What specialized services, if 
any, serve the 'lpoorest of the poorl>? Does one need to provide financial 
literacy along with the loan in order to be effective? 

(6) Focus on female clients. Anecdotally, many studies report that women 
have higher repayment rates than men. Is this true, and if so, what 
program designs can work best to encourage men to repay tlleir 
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loans? What products and policies can generate the greatest increase i 
empowerment of female clients? 

(7) Simple application processes. Most MFIs have simple applications, el, 
they would have few clients. A useful extension is to determine whz 
types of marketing are most effective at increasing take-up of servicE 
among the poor. 

(8)	 Provision of services in underserved communities. To what extent dOE 
offering credit and savings in poor communities deepen access an 
increase welfare? Do programs that conduct meetings in the field be 
require clients to make repayments at the bank branch have lower dier 
retention? Can provision of services in remote areas be profitable? 

(9)	 Market-level interest rates. To what extent do high interest rates dri\ 
out the poor? Do high rates attract riskier clients? Does subsidize 
credit C1 crowd out" market-priced services from competing MFIs? 

Impact evaluation of microfinance need not be focused strictly on the impa( 
of credit versus no credit. Instead, prospective evaluation can help MFl 
and policymakers design better institutions. Good evaluation not only ca 
deliver to donors an assessment of the benefits that accrued from the 
investment, but also can provide financial institutions with prescriptions f( 
how best to run their businesses, and how best to maximize their socii i'

:~ 
impacts. 
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